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Abstract
This study explores the use of deep learning (DL) to pre-
dict consumer purchase intentions for green personal-care 
products. Using primary data collected from 110 consumers 
via online questionnaires, the study applies artificial neural 
networks (ANNs) to analyse purchasing behaviour, diverg-
ing from traditional statistical methods. Through a rigorous 
optimisation process, the ANN model achieves outstand-
ing performance, with 90% Accuracy, 100% Recall, and F1 
and Precision scores of 95%. These results outperform other 
machine learning models tested, including random forest, 
support vector machine (SVM), gradient boosting, XGBoost 
and decision tree, highlighting the ANN’s superior ability to 
handle complex, non-linear relationships within small datasets. 
This study demonstrates that deep learning models are highly 
adaptable to business requirements in the green personal-care 
sector, whether in traditional retail or online settings, and can 
be applied effectively to forecast consumer trends regardless 
of whether the datasets are complex or relatively simple.
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	 1.	 Introduction
The demand for green personal-care products is rising in Aotearoa New Zealand, with one in ten 
consumers shifting their spending for environmental reasons (Taunton, 2024). Products featuring 
non-toxic ingredients and biodegradable or recyclable packaging are also gaining traction due 
to increasing awareness of allergies and skin sensitivities linked to harsh chemicals (Biswas & 
Roy, 2015). Aotearoa New Zealand’s personal-care market reached USD 1.53 billion in 2024 and 
is projected to grow at a CAGR of 5.5% through 2028, outpacing Australia (Statista, 2024). This 
growth is driven by an increasing preference for sustainability, prompting companies to integrate 
biodegradable components, eco-conscious packaging and green marketing campaigns into their 
business strategies. As product safety and environmental friendliness become core brand values, 
businesses are leveraging these trends to gain a competitive advantage (Choudhury et al., 2024; 
Coriolis Research, 2022).

However, as personal-care companies adapt to increasing demand for green products in 
Tāmaki Makaurau Auckland, understanding and predicting green purchase intentions is crucial. 
Consumer behaviour is shaped by a mix of attitudinal, behavioural, and demographic factors. 
Traditional predictive methods struggle to capture these non-linear, multifaceted relationships. 
Therefore, advanced tools such as deep learning (DL) are needed to develop robust, data-driven 
models for more precise forecasting. This study adopts artificial neural networks (ANNs), a DL 
method, to fill that gap. Predictive models, including machine learning (ML) and DL approaches, 
are increasingly being used to assess consumer intentions, segment markets and support strate-
gic business decisions (Choudhury et al., 2024; Witek & Kuźniar, 2021). Such models not only 
forecast future sales, but also help identify key consumer segments, thereby enhancing marketing 
efficiency (Atienza et al., 2022).

A variety of analytical techniques have been used in similar contexts. ML methods such 
as decision trees (DTs), random forest (RF), XGBoost and support vector machines (SVMs) have 
gained popularity for their ability to handle non-linear variable interactions and produce classifi-
cation-based predictions (Choudhury et al., 2024). More recently, DL models such as ANNs and 
recurrent neural networks (RNNs) have demonstrated even higher accuracy and learning capabilities 
in predicting purchase behaviour, particularly in the green product space (Prashar et al., 2016). 
Previous research has identified multiple factors that influence green purchase intention. These 
include environmental attitudes, behavioural motivations, and demographic characteristics such 
as age, gender and education level (Lasuin & Ng, 2014). This study incorporates these variables 
to build a comprehensive predictive model tailored to green personal-care consumption.

Using primary data from consumers, this study tested ANN algorithms to classify purchase 
intentions. Following model optimisation, the ANN model achieved an Accuracy of 90%, Recall 
of 100%, and both F1 and Precision scores of 95%. These results significantly outperformed tradi-
tional ML models – including random forest, SVM, gradient boosting, XGBoost and decision tree 
– demonstrating the ANN’s superior capability in learning patterns and generalising effectively 
to new data. While ML models are prone to overfitting, ANN showed robustness by minimising 
sensitivity to noise and maintaining consistent performance across training and test datasets.

This research offers practical value for Aotearoa’s personal-care sector. By pinpointing key 
drivers of purchase intention, businesses can optimise product positioning, personalise outreach 
and allocate resources more effectively. Additionally, this study contributes to the business analyt-
ics field by showcasing the application of neural networks in consumer behaviour prediction. The 
methodology offers a framework for analysing non-linear relationships in complex datasets and 
highlights how ANN can elevate forecasting capabilities in the consumer packaged goods (CPG) 
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sector. Ultimately, the findings support the use of AI-powered tools in strategic decision-making 
and market innovation.

	 2.	 Literature Review
This section reviews prior research relevant to this study. Section 2.1 outlines the theoretical basis 
for purchase intentions and the importance of predicting green purchase intentions. Section 2.2 
presents machine learning techniques used for purchase prediction. Section 2.3 examines attitu-
dinal, behavioural and demographic influences on green personal-care purchase intention.

	 2.1.	 Theoretical background

The theory of reasoned action (TRA), developed by Fishbein and Ajzen (1975), has been widely 
adopted to explain behavioural intention. It states that people’s intentions are the strongest pre-
dictors of their behaviour, and defines intention as a person’s readiness to act, shaped by attitudes 
toward behaviour and perceived social norms. The key determinants of intention are attitudes 
toward behaviour and subjective norms, which also reflect perceived social pressure from family, 
friends and society (Fishbein & Ajzen, 1975). TRA is particularly effective in explaining deliber-
ate, non-routine consumer decisions, and has been extensively applied in marketing and consumer 
behaviour research, particularly in understanding purchase intentions (Ha & Janda, 2012).

Purchase intention reflects a consumer’s likelihood or plan to buy a product (Albayrak et al., 
2013) and is a strong predictor of actual behaviour (Chen & Yang, 2020). Green purchase intention 
(GPI) refers to the willingness to choose eco-friendly products over conventional alternatives, 
signifying concern for environmental impact while maintaining quality expectations (Sabeen et 
al., 2022).

Biswas and Roy (2015) define green products as those produced with non-toxic materials and 
eco-friendly packaging. The rise in environmental crises and consumer advocacy for sustainabil-
ity has shifted consumer behaviour. Individuals increasingly prefer products with non-toxic, safe 
ingredients and recyclable packaging, driving the awareness and demand for green personal-care 
products (Kim & Seock, 2009; Biswas & Roy, 2015). Understanding purchase intentions enables 
companies to tailor marketing strategies, segment audiences and gain a competitive edge. In the 
green personal-care market, this insight helps identify key decision drivers – such as environmental 
awareness, ethical sourcing and product performance and supports targeted communication and 
long-term customer loyalty (Atienza et al., 2022; Choudhury et al., 2024).

	 2.2.	 Predictive models for prediction of purchase intention

	 2.2.1.	 Machine learning models
Prediction models for purchase intention typically fall into statistical or ML categories. While sta-
tistical models such as linear and logistic regression rely on assumptions such as linearity and no 
multicollinearity, they often fail to capture the complexity of real-world behavioural data, which is 
seen to be complex, non-linear and influenced by latent factors (Chen et al., 2021). ML algorithms 
address these limitations by transforming unstructured behavioural data into predictive models 
without relying on assumptions of linearity (Zhou et al., 2019). 

Classification-based ML techniques, such as SVM, DT, RF and gradient boosting (including 
XGBoost), are widely used to predict binary outcomes such as purchase or no purchase (Larose 
& Larose, 2014). ML has proven effective in predicting consumer purchase decisions. Choudhury 
et al. (2024) applied six ML algorithms, including RF and XGBoost, to a dataset of 310 respon-
dents and 12 variables related to green purchasing. All models achieved over 75% accuracy, with 
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RF producing the highest AUC (0.84). Feature importance plots highlighted the most influential 
predictors of green purchase intention.

	2.2.2.	 Deep learning
DL models, or neural networks, are computational systems that mimic human neural biology by 
using multiple simple processors to learn relationships between variables and simulate neural 
processes through multiple layers of interconnected nodes (Prashar et al., 2016). These models use 
backpropagation and hidden layers to detect complex patterns in non-linear, high-dimensional data 
(Prashar et al., 2016; Vora & Bhatia, 2023). Their robustness against noise and adaptability make 
them ideal for classification problems in consumer prediction (Larose & Larose, 2014). Neural 
networks, such as ANN, consist of input, hidden and output layers, with activation functions such 
as ReLU and tanh determining neuron outputs (Bigarella, 2024). Optimisation techniques such as 
stochastic gradient descent (SGD) and Adam adjust weights to minimise error. Key parameters such 
as batch size, learning rate and number of epochs significantly impact performance and require 
fine tuning (Kalliola et al., 2021). While some studies favour ReLU for efficiency, others find that 
performance varies by dataset and problem type. For example, Bigarella (2024) found both tanh 
and ReLU to be effective under different conditions. Hence, model performance and optimisation 
are achieved by configuring the above parameters.

Different types of neural networks offer different, unique strengths in predictive modelling. 
RNNs have been extensively used for sequential data processing, making them ideal in prediction 
tasks involving sequential or time-dependent data due to their ability to retain historical context 
(Nayebi et al., 2022). Deep neural networks (DNNs), with their inherent multiple hidden layers, are 
capable of learning deep abstract representations; hence, they are effective in handling complex, 
high-dimensional datasets where shallow models fail to capture underlying structures, such as 
human decision-making (Fintz et al., 2022). DNNs use multiple fully connected layers, thereby 
enhancing their learning capability (Chaudhuri et al., 2021).

Various DL architectures serve unique functions. RNNs process sequential data and are ef-
fective in retaining historical context, making them suitable for time-series prediction tasks (Nayebi 
et al., 2022). DNNs, with multiple hidden layers, capture abstract relationships in complex datasets, 
such as decision-making behaviour (Fintz et al., 2022; Chaudhuri et al., 2021). Convolutional neural 
networks (CNNs), typically used for image and spatial data, are also applied to high-dimensional 
datasets in scientific contexts, such as chemical analysis (Peleato, 2022). ANNs, with a feedforward 
architecture and no backward connections, are well suited for static classification tasks. Chaudhuri 
et al (2021) reported 89% accuracy using DNNs for behavioural prediction. Similarly, Kumar et 
al. (2022) achieved 93.5% accuracy with ANNs on internet purchase intention, and Prashar et al. 
(2015) reached 96% accuracy in an impulse-purchase prediction model involving 24 variables. 
These results underscore the reliability of ANNs when carefully optimised.

	 2.3.	 Key influencing factors of green personal-care purchase intention

	 2.3.1.	 Perceptions and attitudinal factors
The theory of reasoned action (Fishbein & Ajzen, 1975) identifies attitudes as a key factor in-
fluencing purchase intention. Research highlights environmental consciousness as a significant 
predictor of green consumption. Environmental consciousness reflects a consumer’s emotional 
engagement with environmental issues and willingness to act (Lasuin & Ng, 2014). Studies con-
firm that heightened environmental consciousness positively impacts green purchasing behaviour 
(Qomariah & Prabawani, 2020; Vinoth, 2023). Another crucial factor is environmental knowl-
edge, which refers to a consumer’s awareness of ecological and sustainability issues (Qomariah & 
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Prabawani, 2020; Choudhury et al., 2024). Consumers with high environmental knowledge often 
exhibit strong pro-environmental attitudes, increasing their likelihood of purchasing eco-friendly 
products (Mostafa, 2009). Choudhury et al. (2024) incorporated this variable into machine learning 
models to predict purchase intention.

Product and brand-related factors also influence green purchasing. Brand image plays a crucial 
role in shaping consumer perceptions (Tsarenko et al., 2013) and purchase decisions (Swaminathan 
et al., 2020). Many companies invest in green marketing to enhance their brand’s perception of 
sustainability (Samarasinghe, 2012). A green brand-image formed through sustainability initiatives 
fosters positive associations with green products and increases purchase intention (Chen & Yang, 
2020). Studies confirm that a strong green brand-image significantly impacts consumer buying 
behaviour (Wu & Chen, 2014), making it a vital predictor in purchase intention models.

Green self-image, or self-identity, also drives green purchasing. It represents how individuals 
perceive themselves as being environmentally responsible (Van der Werff et al., 2013). Choudhury 
et al. (2024) found green self-image to be the strongest predictor of green purchase intention in 
India and integrated it into ML models. Consumers align purchases with personal values and seek 
social recognition, as seen in Malaysian university students (Lasuin & Ng, 2014). Egoistic values 
also positively impact green purchase intention (Atienza et al., 2022). Therefore, green self-image 
is a critical factor influencing eco-friendly purchasing decisions.

	2.3.2.	 Behavioural factors
Social influences play a significant role in shaping purchase intentions. Solomon et al. (2006) 
describe peer influence as a key factor, where opinions of others impact purchasing decisions. 
Choudhury et al. (2024) emphasise that social consciousness in green purchasing creates peer 
pressure, leading to feelings of guilt when individuals fail to conform. Studies support this notion, 
with Larsson and Arif Khan (2012) finding that Swedish consumers buy organic food to engage 
in socially acceptable behaviours. Similarly, Öhman (2011) highlights Sherman’s (1980) findings 
that consumers tend to over-indulge in green purchases due to social responsibility and adherence. 
However, not all studies confirm the impact of social pressure. A study among Jakarta university 
students found that social influence ranked as the second-lowest factor affecting green purchase 
intentions (Irawan & Darmayanti, 2012).

Price sensitivity is another crucial factor in green purchasing. Price significantly influences 
purchasing decisions and consumer satisfaction (Herrmann et al., 2007). As green products are 
often more expensive than conventional ones (Witek & Kuźniar, 2021), price acts as a deterrent to 
purchase. Consumers tend to prioritise financial advantages over eco-friendliness (Kim & Seock, 
2009). However, some studies suggest that consumers who highly value environmental benefits 
are willing to pay a premium, reducing price sensitivity (Moslehpour et al., 2021). Their research 
confirms the significant impact of price sensitivity on green purchase intentions, highlighting the 
importance of understanding consumer price perceptions when marketing eco-friendly products.

	2.3.3.	 Demographic factors
The impact of demographic factors on green personal-care product purchases varies across studies. 
Some research suggests that women show stronger environmental concerns and a higher affinity 
for green products (Chekima et al., 2016). A study in Hong Kong found that female adolescents 
had greater environmental awareness, positively influencing their green purchase intentions (Lee, 
2008). However, research in Malaysia reported no significant gender effect (Chen & Chai, 2010). 
Some scholars argue that gender differences are not universal, as men with greater environmental 
knowledge may also engage in green purchasing (Diamantopoulos et al., 2003).
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Age also plays a role in purchase intention. A Malaysian study found that younger consum-
ers make simpler purchasing decisions, whereas older consumers take a more cautious approach 
(Che In & Ahmad, 2018). Fisher et al. (2012) found that individuals over 55 were among the most 
frequent green product users in the United States. However, other studies suggest that younger 
consumers are more responsive to eco-friendly products (Chan, 2001). 

Education level influences green purchasing behaviour. Highly educated consumers tend 
to buy more green products due to increased awareness of environmental issues (Che In & Ah-
mad, 2018). Fisher et al. (2012) and Chan (2001) confirm that higher education correlates with 
eco-friendly behaviours. However, Yin et al. (2010) found only a marginal impact in China, as 
educated consumers prioritised personal needs over environmental concerns.

This study developed a prediction model using artificial neural networks (ANNs) to classify 
green personal-care product purchase intentions. It incorporated factors such as environmental 
knowledge, green brand image, green self-image, social influence, price sensitivity, age, gender 
and education level.

	 3.	 Research Methodology

	 3.1.	 Data collection and sampling

The study entailed primary data collection and obtained full ethical approvals from Unitec’s Re-
search Ethics Committee, and thus has adhered to ethical standards by ensuring informed consent, 
avoiding harm, protecting privacy and preventing deception. For example, researchers provided 
a statement to participants that declared: “Your responses will be anonymous, and the responses 
of this survey will be used only for the purpose stated …”. In addition, participants were fully 
informed about the research purpose and their voluntary participation, with the option to review 
questions beforehand and withdraw at any time. The questionnaire administered online posed no 
risk of emotional stress or cultural insensitivity, and no personal information was collected. Data 
confidentiality was strictly maintained. 

The target population was current and potential users of personal-care products, which in-
cluded members of all genders above the age of 18 years and residing in Tāmaki Makaurau Auck-
land. Purposive sampling was used and included the following segments to reduce sample bias: 

•	 Male, female, transgender and non-binary 
•	 Age group above 18 years
•	 Working and non-working 
•	 Education qualifications: high school qualifications, certificates and diplomas, bachelor’s 

degrees, and postgraduate qualifications

Purposive sampling was used in this study to ensure representation across key consumer segments 
relevant to personal-care product usage (e.g., oral care, haircare, skincare, cosmetics, etc.). The 
questionnaire responses were regularly reviewed to purposively select individuals who brought in 
diverse experiences not yet captured. A similar approach was taken to ensure diversity in education 
levels, as prior research (Che In & Ahmad, 2018; Fisher et al., 2012; Chan, 2001) has shown that 
education influences green purchasing behaviour. This ensured a well-rounded sample reflective 
of Aotearoa New Zealand consumers, helping to reduce selection bias and enabling validation 
through feature importance analysis in the predictive model.

Since the target population is unknown, this study used Wibisono’s (2003) formula to cal-
culate the sample size.
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To determine an appropriate sample size for this study, Wibisono’s (2003) formula was employed, 
given its wide application in applied business research involving model development and valida-
tion. This approach ensures statistical adequacy and data representativeness, both of which are 
essential for building reliable deep learning models capable of generalisation and avoiding over-
fitting. Wibisono’s method is particularly suited to research contexts where multiple independent 
variables, such as demographic and psychographic factors, are analysed. It supports the practical 
execution of predictive modelling while maintaining academic rigour, enabling the development 
of models that are both robust and generalisable across diverse consumer segments.

The minimum sample size was 96, as per the above formula. The data collection instrument 
was a structured questionnaire incorporating question items in Table 1. Additional questions 
were included as control questions. Since the sample included both current and potential users, 
the questionnaire included questions for both segments about the use of environmentally friendly 
products. The questionnaire was administered online through Google Forms. 

	 3.1.1	 Operationalisation of factors
Factors including Environmental Knowledge, Green Brand Image, Green Self-Image, Social In-
fluence, Price Sensitivity and Purchase Intention each incorporated several questions. While two 
questions were included for Green Brand Image, three questions each were included for Environ-
mental Knowledge, Green Self-Image, Social Influence, Price Sensitivity and Purchase Intention. 
These questions were fine-tuned and structured separately in the questionnaire to suit current and 
potential users of environmentally friendly personal care products.

A 5-point Likert scale was used to obtain responses for each of these sub-questions. One 
question was used to collect responses for each of the demographic factors: Age, Gender and Ed-
ucation Level. The operationalisation of the nine factors is depicted in Table 1.
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Table 1. Operationalisation of factors.

Factors Questions Reference Question No.

Environmental 
Knowledge

•	 I am aware of the general environmental 
problems.

•	 I understand what environmental protection is 
about.

•	 I understand the primary causes of global 
warming.

Moslehpour et al., 2021. E1

E2

E3

Green Self-Image •	 I think of myself as a socially responsible 
consumer.

•	 I think of myself as an environmentally 
conscious consumer.

•	 I think of myself as someone who is concerned 
about social issues.

Hustvedt & Dickson, 
2009.

SF1

SF2

SF3

Green Brand Image •	 I think/will think of brands that care about the 
environment when purchasing environmentally 
friendly personal-care products.

•	 I think/will think of brands that are 
trustworthy, environmentally friendly personal-
care products.

Agmeka et al., 2019.
Rahmi et al., 2017.

B1, B3

B2, B4

Social Influence •	 I learn so much about environmentally friendly 
products from friends and relatives.

•	 I learn so much about environmental issues 
from friends and relatives.

•	 I consider/will consider the opinions of friends, 
relatives and peers when buying eco-friendly 
products.

Mei et al., 2012. SC1

SC2

SC3, SC4

Price Sensitivity •	 When I buy environmentally friendly products, 
I compare/will compare prices with ordinary 
products.

•	 I remember/will remember the prices of 
environmentally friendly products that I use.

•	 I check/will check my budget before buying 
environmentally friendly personal-care 
products.

Moslehpour et al., 2021. P1, P4

P2, P5

P3, P6

Purchase Intention •	 Over the next month, I am likely to purchase 
any environmentally friendly personal care 
products. 

•	 Over the next month, I will consider switching 
to other brands for ecological reasons.

•	 Over the next month, I plan to switch to an 
environmentally friendly version of products I 
purchase now.

Chan, 2001.
Che In, 2018.

PC1

PC2

PC3

Age What is your age? 3

Gender •	 Male
•	 Female
•	 Other

4
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Education Level •	 Highest level of education
•	 High school
•	 Certificate/Diploma
•	 Bachelor’s degree
•	 Postgraduate certificate/diploma
•	 Master’s degree
•	 PhD

5

Note: The table above presents the factors, corresponding survey questions, and their references. Each factor represents a key construct 
related to green consumer behaviour, with associated questions designed to measure respondents’ attitudes and intentions. 
Source: Authors’ own creation.

	 3.2.	 Data analysis

	 3.2.1.	 Reliability and validity of data
The reliability and validity of variables used in this study were measured using Cronbach’s alpha 
and composite reliability for internal consistency and average variance extracted (AVE) for con-
vergent validity. The discriminant validity was used to measure how strongly the constructs of 
purchase intention are related. These metrics were computed using SmartPLS structural equation 
modelling and tested against recommended thresholds (0.7 for reliability, 0.5 for AVE) (Hair et al., 
2019). If the computed values of some constructs fell below these thresholds, this study removed 
those constructs in accordance with literature guidelines (Sarstedt et al., 2022). The final validated 
results are presented in Tables 2 and 3 after adjustments.

Table 2. The reliability and convergent validity assessment

Variables Cronbach’s Alpha Composite Reliability AVE

Green Brand Image 0.983 0.992 0.983

Environmental Knowledge 0.764 0.863 0.678

Price Sensitivity 0.935 0.969 0.939

Purchase Intention 0.879 0.925 0.804

Green Self-Image 0.829 0.898 0.748

Social Influence 0.878 0.942 0.891

Source: Authors’ own creation.

As depicted in Table 2, all the values of Cronbach’s alpha and composite reliability for the variables 
were greater than the minimum value of 0.7 recommended (Hair et al., 2019). Similarly, the AVE 
values for all variables were above the recommended minimum value of 0.5 (Hair et al., 2019). 
Hence, the variables’ internal consistency, reliability and convergent validity were confirmed.

To test the discriminant validity of the variables, the indicator loadings were compared with 
the cross-loadings. Table 3 represents the results of this comparison.
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Table 3. Discriminant validity assessment.

Green Brand 
Image

Environmental 
Knowledge

Price Sensitivity Purchase Intention Social Influence Green  
Self-Image

B1 0.992 0.342 0.941 0.521 0.344 0.389

B2 0.991 0.342 0.925 0.479 0.334 0.404

E1 0.252 0.822 0.195 0.222 0.181 0.368

E2 0.199 0.811 0.208 0.271 0.241 0.429

E3 0.387 0.836 0.390 0.293 0.272 0.532

P1 0.933 0.342 0.967 0.465 0.327 0.364

P2 0.892 0.300 0.971 0.502 0.406 0.341

PC1 0.543 0.298 0.547 0.880 0.376 0.433

PC2 0.361 0.299 0.375 0.912 0.366 0.411

PC3 0.431 0.268 0.399 0.898 0.401 0.386

SC1 0.391 0.218 0.421 0.385 0.939 0.400

SC2 0.260 0.319 0.300 0.417 0.948 0.426

SF1 0.351 0.515 0.316 0.392 0.370 0.890

SF2 0.402 0.422 0.372 0.436 0.400 0.915

SF3 0.274 0.493 0.243 0.358 0.366 0.783

Source: Authors’ own creation.

	3.2.2.	 Data processing
Following data collection via Google Forms, responses were exported to Excel, converted to CSV 
format and analysed. Since the Google Form design ensures complete responses, no missing values 
existed.

Data transformation involved aggregating mean scores of sub-questions for each of the eight 
independent variables. Categorical variables such as Gender and Education Level were converted 
into dummy variables using one-hot encoding. Following Choudhury et al. (2024), Purchase In-
tention was binarised (scores >2.5 = 1). Python software was used for data preprocessing.

	3.2.3.	 The prediction model
This study employed ANN for classification-based prediction, as ANN effectively handles non-linear 
relationships and non-normal distributions (Leong et al., 2019). It is particularly suited for predict-
ing purchase intention, which involves complex variables such as brand imagery, and behavioural 
and attitudinal factors (Witek & Kuźniar, 2021).

Studies have found ANN models effective in analysing cause-and-effect relationships in 
complex systems. In fields such as health sciences, where data is limited and complexity is high, 
feedforward ANNs with backpropagation have effectively modelled nonlinear relationships while 
avoiding overfitting through careful design (Pasini, 2015). Similarly, in small-sample purchase 
prediction studies (Prashar et al., 2016), ANN has proven effective. Thus, ANN was chosen for 
this study due to its suitability for small datasets with nonlinear variables. The proposed model 
entailed the model architecture depicted in Figure 1.
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Figure 1: Model architecture. 

Source: Author’s creation.

An 80:20 split in the data was used for training and testing datasets, respectively. The propor-
tions of the binary class distribution in the overall dataset were maintained in both the training 
and testing datasets. The proposed ANN model consisted of an input layer with nine neurons 
representing input and target variables. The hidden layers were optimised using hyperparameter 
tuning, adjusting layer depth, neuron count, activation functions and optimisers to identify the 
best configuration. The output layer had two neurons for binary classification, using the sigmoid 
activation function for probability-based interpretation (Bigarella, 2024).

The network depth was found to be crucial for effective predictive power (Kalliola et al., 
2021). A study used to predict purchase behaviour tested three and five hidden layers with 64 and 
128 neurons for optimal learning. Previous studies have suggested that increasing hidden layers 
and neurons up to five layers with 128 neurons enhances prediction (Chaudhuri et al., 2021). 

Additionally, to improve learning and generalisation, various optimisers and activation 
functions were tested. ReLU and tanh, effective in deep learning and preventing vanishing gra-
dients, were explored (Bonaccorso, 2018; Kalliola et al., 2021). Hyperparameters such as batch 
sizes, epochs and optimisation functions were also fine-tuned to maximise predictive accuracy. 
A summary of these hyperparameters is presented in Table 4.

Volume 19  Issue 1  2025New Zealand Journal of Applied Business Research

57



Table 4. Hyperparameters for ANN model.

Hyperparameters Selected Values

Neurons in the input layer 8

Number of hidden layers 3, 5

Number of neurons in hidden layer 32, 64, 128

Batch size 32, 64

No. of epochs 100, 200

Activation function – hidden layer ReLU, tanh

Activation function – output layer Sigmoid

Optimiser Adam, SGD

Note: This table presents the hyperparameters tested in the tuning phase. 
Source: Authors’ own creation.

	3.2.4.	 Model performance and evaluation
The ANN model’s performance was evaluated by assessing its accuracy in distinguishing between 
1s (purchase) and 0s (non-purchase). Performance was measured using the test dataset, ensuring 
the model generalised well. Overfitting occurs if the model performs better on training data than 
on testing data (Vora & Bhatia, 2023). Key performance metrics included Accuracy, F1 score, 
Recall and Precision, calculated for both training and testing datasets to detect overfitting or un-
derfitting issues. Furthermore, the ANN model was compared with RF, SVM, XGBoost, gradient 
boosting and decision tree models, following methodologies from similar studies (Chaudhuri et 
al., 2021; Choudhury et al., 2024). The model was implemented in Python, utilising NumPy and 
Pandas for data structuring, Matplotlib and Excel for visualisation, and TensorFlow and Keras 
for ANN construction.

	 4.	 Results and Discussion

	 4.1.	 Results

	 4.1.1.	 Preprocessed data
After the preprocessing tasks outlined in 3.2.2 were carried out, the data distribution was depicted 
(Figure 2 and Figure 3).
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Figure 2: Histogram of Purchase Intention. 

Source: Authors’ own creation.

The Purchase Intention histogram depicts the highest frequency of responses around the mid-point of 
3, indicating that most respondents were indecisive about purchasing green personal-care products. 
A smaller number of respondents favoured purchasing green products, with fewer observations 
between the ranges of 1 and 2.5, indicating a lower inclination towards negative purchase behaviour.

Figure 3: Histograms for independent variables. 

Source: Authors’ own creation.

The histograms for six variables (excluding Gender and Education Level) show their aggregated 
mean scores after data transformation. None follows a normal distribution, with most variables 
exhibiting positive skewness. Environmental Knowledge, Green Brand Image, and Green Self-Im-
age have responses clustered around 4.5–5, while Price Sensitivity is more evenly distributed but 
slightly concentrated between 4.5–5. The Age variable displays a bimodal distribution, peaking 
at 20, 30 and 35–40 years.
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Figure 4: Proportions of Gender and Education Level variables. 

Source: Authors’ own creation.

The Gender composition was skewed, with 64.5% being female, followed by 34.5% male and less 
than 1% in other genders. In terms of Education Level, over 75% of respondents had bachelor’s 
and master’s degrees. 

As the next steps, categorical variables such as Gender and Education Level were converted 
to dummy variables using one-hot encoding, enabling the preparation of their use in the prediction 
model. Table 5 depicts the resulting types of data after the data preprocessing. 

Table 5. Data types.

Variable Data Type

Environmental Knowledge Float

Green Brand Image Float

Price Sensitivity Float

Purchase Intention Float

Green Self-Image Float

Social Influence Float

Age Integer

Gender_Male Boolean

Gender_Transgender Boolean

Education Level_Certificate/Diploma Boolean

Education Level_High School Boolean

Education Level_Master’s Degree Boolean

Education Level_PhD Boolean

Source: Authors’ own creation.
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	 4.1.2.	 Descriptive statistics: Post-processing of data
The dataset consisted of data for nine variables, of which Environmental Knowledge, Green Brand 
Image, Price Sensitivity, Purchase Intention, Green Self-Image and Social Influence are categorical 
in nature. Gender_Male, Gender_Female, Gender_Non-Binary, Gender_Transgender, Education 
Level_High School, Education Level_Certificate/Diploma, Education Level_Bachelor’s Degree, 
Education Level_Master’s Degree and Education Level_PhD are Boolean-type data which result 
from the transformation of the Gender and Education Level variables. Age is presented as integers.

The statistics in Table 6 depict significant variability in the respondents’ attitudes and 
behaviours concerning the purchase intention of green personal-care products. Environmental 
Knowledge and Green Brand Image depict high mean scores over 4 with moderate variability, 
indicating respondents feel well informed about environmental issues. Green Self-Image (3.94) and 
Price Sensitivity (3.99) also score relatively high, though Green Self-Image shows greater individ-
ual differences (SD = 0.84). Social Influence reflects a moderate mean (3.36) but high variability 
(SD = 1.1). Purchase Intention scores of 3.42 with moderate variability (SD = 1.06) indicate mixed 
intentions toward eco-friendly personal-care products.

Table 6. Descriptive statistics of the numeric variables.

Environmental 
Knowledge

Green 
Brand 
Image

Price 
Sensitivity

Purchase 
Intention

Green Self-
Image

Social 
Influence

Age

Count 110.00 110.00 110.00 110.00 110.00 110.00 110.00

Mean 4.29 4.20 3.99 3.42 3.94 3.36 31.70

Std 0.71 0.73 0.81 1.06 0.84 1.10 8.60

Min 1.67 2.00 2.00 1.00 1.67 1.00 18.00

25% 4.00 3.62 3.50 3.00 3.33 2.50 26.00

50% 4.33 4.50 4.00 3.33 4.00 3.50 32.00

75% 5.00 5.00 4.50 4.00 4.67 4.00 38.75

Max 5.00 5.00 5.00 5.00 5.00 5.00 51.00

Source: Authors’ own creation.

Table 7 depicts the distribution in respondents’ demographics: respondents’ ages ranged from 18 to 
51 years (mean = 31.7, SD = 8.6), representing a young sample. Gender distribution was somewhat 
unbalanced (65% female, 35% male, 1% transgender). Most respondents were highly educated, with 
55% holding a master’s degree and 25% a bachelor’s degree. The dataset includes 110 responses.
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Table 7. Descriptive statistics of the categorical variables.

Gender_
Female

Gender_
Male

Gender_
Transgender

Education 
Level_

Bachelor’s 
Degree

Education 
Level_

Certificate/
Diploma

Education 
Level_
High 

School

Education 
Level_

Master’s 
Degree

Education 
Level_
PhD

Count 110.00 110.00 110.00 110.00 110.00 110.00 110.00 110.00

Mean 0.65 0.35 0.01 0.25 0.11 0.09 0.55 0.01

Std 0.48 0.48 0.10 0.43 0.31 0.29 0.50 0.10

Min 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

25% 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

50% 1.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00

75% 1.00 1.00 0.00 0.00 0.00 0.00 1.00 0.00

Max 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

Source: Authors’ own creation.

	 4.1.3.	 Deep learning model 
This study developed a prediction model using ANN to forecast purchase intention. Taking the 
learnings of similar studies (Prashar et al., 2016), a base model was constructed consisting of an 
input layer with 16 neurons, three hidden layers with 64 neurons each, and an output layer with one 
neuron. A batch size of 64 and 100 epochs per run was adopted. The ReLU activation function was 
applied to hidden layers, while the Adam optimiser was used for optimisation. The architecture 
was based on similar studies utilising ANN for purchase behaviour prediction (Chaudhuri et al., 
2021). The performance of this base model is presented in Table 8. 

Table 8. Performance of the base model.

Epochs: 100  Batch No: 64  Activation (Hidden Layers): ReLU  Optimiser: Adam

Configuration Evaluation: Training Evaluation: Testing Difference

Run # Hidden 
Layers

Neurons Acc F1 Recall Precision Acc F1 Recall Precision Acc F1 Recall Precision

Baseline 3 64 1.0 1.0 1.0 1.0 0.77 0.86 0.84 0.88 0.23 0.14 0.16 0.12

Note: This table presents the evaluation results of the base model for both training and testing data. The configuration includes three hidden 
layers with 64 neurons, ReLU activation function, and Adam optimiser. The metrics shown are Accuracy (Acc), F1 score, Recall and Preci-
sion for both the training and testing sets, along with the differences between training and testing scores. 
Source: Authors’ own creation.

To optimise the model for improved accuracy, hyperparameter tuning was carried out in three 
stages, where hyperparameters such as the number of hidden layers, neurons per layer, epochs, 
batch size, activation functions and optimisers were systematically optimised. The first stage of 
tuning explored configurations with three and five hidden layers consisting of 64 and 128 neurons 
per layer. The batch number, number of epochs, optimiser and activation were maintained the same 
as the base model. The performance scores, as indicated in Table 9, reflect that the training accu-
racy reached 1.0 for all models, but testing accuracy ranged between 0.77 and 0.88. However, runs 
with higher neurons (128) and additional layers (five) demonstrated an increased performance, F1, 
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Recall and Precision scores of 0.89, suggesting better classification ability compared to the baseline 
model in Table 8 (0.86, 0.84, 0.88), with the exception of five layers with 128 neurons. However, 
differences between training and testing scores indicate overfitting, requiring further refinements. 

Table 9. Performance of the model with different network configurations.

Epochs: 100  Batch No: 64  Activation (Hidden Layers): ReLU  Optimiser: Adam

Configuration Evaluation: Training Evaluation: Testing Difference

Run # Hidden 
Layers Neurons Acc F1 Recall Precision Acc F1 Recall Precision Acc F1 Recall Precision

1 3 128 1.0 1.0 1.0 1.0 0.81 0.89 0.89 0.89 0.19 0.11 0.11 0.11

2 5 64 1.0 1.0 1.0 1.0 0.81 0.89 0.89 0.89 0.19 0.11 0.11 0.11

3 5 128 1.0 1.0 1.0 1.0 0.77 0.86 0.88 0.84 0.23 0.14 0.12 0.16

Note: This table presents the evaluation results of the model with different configurations for hidden layers and number of neurons, ReLU 
activation function, and Adam optimiser. The metrics shown are Accuracy (Acc), F1 score, Recall and Precision for both the training and 
testing sets, along with the differences between training and testing scores. Thus, the configurations in Runs 1, 2 and 3 are used for the next 
stage in hyperparameter tuning. 
Source: Authors’ own creation.

The impact of batch number and epoch configurations was evaluated in the second hyperparameter 
tuning stage. To mitigate overfitting, the number of epochs was increased to 200, and the batch 
size was reduced to 32. This stage evaluated models with the best-performing configurations from 
Stage 1. As illustrated in Table 10, despite changes in batch size and epoch configurations, the 
testing performance remained unchanged compared to Stage 1. The model with three hidden layers 
and 128 neurons (Run 4) performed slightly worse than those with five hidden layers (Runs 5 and 
6), indicating that increasing epochs and reducing batch size does not improve generalisation but 
may exacerbate overfitting. The results are compared with Runs 1, 2 and 3, along with the baseline 
model, presented in Table 10. 

Table 10. Performance of the model configurations with 200 epochs and a batch size of 32.

Epochs: 200  Batch No: 32  Activation (Hidden Layers): ReLU  Optimiser: Adam

Configuration Evaluation: Training Evaluation: Testing Difference

Run # Hidden 
Layers Neurons Acc F1 Recall Precision Acc F1 Recall Precision Acc F1 Recall Precision

 4 3 128 1.0 1.0 1.0 1.0 0.77 0.86 0.84 0.88 0.19 0.11 0.11 0.11

5 5 64 1.0 1.0 1.0 1.0 0.81 0.89 0.89 0.89 0.19 0.11 0.11 0.11

6 5 128 1.0 1.0 1.0 1.0 0.81 0.89 0.89 0.89 0.19 0.11 0.11 0.11

Note: This table presents the evaluation results of the model, with the same configurations for number of hidden layers and number of 
neurons as in Table 9, but different configurations for the number of epochs and batch sizes, ReLU activation function, and Adam optimiser. 
The metrics shown are Accuracy (Acc), F1 score, Recall and Precision for both the training and testing sets, along with the differences 
between training and testing scores. 
Source: Authors’ own creation.
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The impact of the activation and optimiser functions was evaluated in Stage 3. The tanh activation 
function and SGD optimiser were introduced to further improve generalisation while maintain-
ing the best configurations from Stage 2. Table 11 depicts the results showing increased testing 
Accuracy (0.90) and F1, Recall and Precision scores (0.95–1.0), indicating better generalisation. 
Notably, Run 7 (three hidden layers, 128 neurons, 100 epochs, batch size 64) demonstrated the 
best performance, with testing accuracy slightly surpassing training accuracy. The reduced gap 
between training and testing scores suggested a decline in overfitting compared to ReLU-Adam 
models. However, models with five hidden layers (Runs 8 and 9) showed slightly lower performance, 
emphasising that additional layers do not necessarily enhance generalisation.

Table 11. Model performance with tanh activation function and SGD optimiser.

Epochs: 100  Batch No: 64  Activation (Hidden Layers): Tanh  Optimiser: SGD

Configuration Evaluation: Training Evaluation: Testing Difference

Run # Hidden 
Layers Neurons Acc F1 Recall Precision Acc F1 Recall Precision Acc F1 Recall Precision

7 3 128 0.86 0.92 0.97 0.92 0.90 0.95 1.0 0.95 -0.04 -0.03 -0.03 -0.03

8 5 64 0.86 0.92 0.95 0.88 0.86 0.92 0.94 0.90 0.00 0.00 0.01 -0.02

9 5 128 0.85 0.91 0.94 0.88 0.90 0.95 1.0 0.95 -0.05 -0.04 -0.06 -0.07

Note: This table presents the evaluation results of the model, with different configurations, the activation function, and the optimiser. The 
number of hidden layers and neurons is the same as in Table 9. The metrics shown are Accuracy (Acc), F1 score, Recall and Precision for 
both the training and testing sets, along with the differences between training and testing scores. 
Source: Authors’ own creation.

	 4.1.4	 Comparison test
The model performance was further assessed by comparing its performance with other machine 
learning prediction models. The comparison analysis is represented in Table 12. At first glance, 
the ANN model appears to have lower training scores (Accuracy = 0.86, F1 = 0.92, Recall = 0.97, 
Precision = 0.92), compared to random forest, XGBoost, gradient boosting, and decision trees, which 
achieve perfect training scores (1.0). However, ANN excelled in testing performance, achieving 
higher testing scores than training scores, and demonstrating superior generalisation compared 
to other models that struggle with unseen data. ANN’s training–testing differences (-0.04, -0.03, 
-0.03, -0.03) across Accuracy, F1, Recall, and Precision indicated minimal overfitting.
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Table 12. Comparison of ANN model performance with other ML models.

Configuration Evaluation: Training Evaluation: Testing Difference

Acc F1 Recall Precision Acc F1 Recall Precision Acc F1 Recall Precision

ANN 0.86 0.92 0.97 0.92 0.90 0.95 1.00 0.95 -0.04 -0.03 -0.03 -0.03

Random Forest 1.0 1.0 1.0 1.0 0.90 0.95 1.00 0.90 0.10 0.05 0.00 0.10

SVM 0.87 0.92 0.95 0.89 0.86 0.92 0.94 0.90 0.01 0.00 0.01 -0.01

XGBoost 1.0 1.0 1.0 1.0 0.81 0.89 0.89 0.89 0.19 0.11 0.11 0.11

Gradient Boosting 1.0 1.0 1.0 1.0 0.81 0.90 0.94 0.85 0.11 0.10 0.06 0.15

Decision Tree 1.0 1.0 1.0 1.0 0.86 0.92 0.94 0.90 0.14 0.08 0.06 0.10

Note: This table presents a comparison of the performance of the ANN model with other ML models. The metrics shown are Accuracy 
(Acc), F1 score, Recall and Precision for both the training and testing sets, along with the differences between training and testing scores. 
Source: Authors’ own creation.

ANN achieved the highest testing Accuracy (0.90), while F1 and Recall scores match random forest. 
ANN and random forest achieved perfect Recall scores (1.0) in testing, meaning they consistently 
detected positive instances. ANN’s Precision improved from training (0.86) to testing (0.95), with 
only a -0.03 difference, whereas gradient boosting showed the largest discrepancy (0.15). SVM 
achieved a lower Precision difference (-0.01), but its testing score (0.90) was lower than ANN 
(0.95), indicating overfitting. Random forest, gradient boosting and decision trees suffered from 
overfitting, showing a significant performance drop from training to testing (0.81–0.95 in testing). 
XGBoost and gradient boosting performed the worst.

In summary, the ANN prediction model demonstrated consistent performance compared to 
other machine learning models. While the random forest algorithm achieved comparable F1 and 
Recall scores during testing, ANN exhibited a closer alignment between training and testing re-
sults, reinforcing its robustness and predictive effectiveness. Similar studies on purchase-intention 
prediction have also demonstrated ANN’s superiority over traditional machine learning models, 
further validating its applicability in consumer behaviour forecasting.

Our finding that ANN can provide a good prediction is similar to Prasad and Ghosal’s (2021) 
findings. In their study, they used ANN to predict the purchase intention for direct-to-consumer 
(DTC) brands with non-linear variables such as ‘safety of transactions’, ‘availability of innovative 
products’ and ‘product quality’, where a small dataset of 100 valid responses was used. They found 
that the ANN’s accuracy was 96%. Moreover, a study to predict restaurant check-ins using ANN 
with a dataset of 120,825 check-ins in a geographical area in New York found that the prediction 
accuracy was 93%. Despite using different model architectures with a range of hidden layers and 
number of neurons, the highest accuracy was found to be with one hidden layer (Zheng et al., 2013). 

	 4.1.5.	 Feature importance
The individual importance of each independent variable to the overall prediction of purchase be-
haviour of green personal-care products was assessed through the ‘feature importance’ analysis. 
This analysis was constructed based on the learned weights of the first layer of the neural network. 
This approach assumed that the larger weight magnitudes in the first layer contribute more signifi-
cantly to the model’s prediction, making these features more important. The feature importance 
was constructed based on the optimised model used in Run 7. Figure 5 depicts the independent 
variables’ importance in descending order in this model.
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Figure 5: Feature importance of the independent variables of the ANN model. 

Source: Authors’ own creation.

The feature importance scores indicate that all variables contributed meaningfully to predicting 
purchase intention, though some stood out more than others. The analysis highlighted that per-
ception and attitudinal factors, particularly Green Self-Image, ranked the highest, with a score of 
14.421, suggesting that self-perception of environmental consciousness strongly influences purchase 
decisions. Demographic factors such as Gender_Male also played a significant role, indicating that 
gender differences may influence purchasing behaviour, though Gender_Female was slightly less 
important. Similarly, Education Level_Master’s followed closely, with scores of 14.345 and 14.078, 
demonstrating that education, particularly at higher levels, is a critical predictor.

Brand perception also played a moderate role, with Green Brand Image scoring 13.875, re-
flecting the impact of sustainability perceptions on purchase decisions. Environmental Knowledge 
followed closely, with a score of 13.866, emphasising the importance of awareness regarding envi-
ronmental issues. Social Influence was another moderate factor, scoring 13.475, indicating that peer 
opinions contribute to green purchasing decisions. Various educational qualifications contributed 
differently, with Education Level_PhD ranking in the top half at 13.185, while Diploma, Master’s, 
and High School qualifications showed varied contributions in the lower half of the ranking.

While age played a role in predicting purchase intention, a lower impact on Purchase In-
tention than other variables was observed. Similarly, Price Sensitivity was seen to have the least 
influence, suggesting that price was not a primary driver of environmentally conscious purchasing 
behaviour. Overall, attitudinal factors such as Green Self-Image and Environmental Knowledge, 
along with demographic factors such as Gender and Education Levels, were the strongest predic-
tors of purchase intention. Age, some Gender considerations, and Price Sensitivity contributed 
to a lesser extent. These findings confirm that the ANN prediction model effectively learns and 
generalises on unseen data, making it a reliable tool for real-world applications. 
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	 5.	 Conclusion, Implications, Limitations and Future Research
This study developed a deep-learning model to predict purchase intentions for green personal-care 
products. A multi-layer ANN classification model was rigorously optimised and evaluated against 
key performance metrics and other machine learning models. The findings confirmed the ANN’s 
superiority in predictive accuracy, highlighting its potential as a robust tool for forecasting consumer 
behaviour in sustainability-driven markets. The study also underscored the importance of network 
structure optimisation, revealing that deeper architectures can enhance training performance and 
may lead to overfitting in smaller datasets. The optimal model configuration consisted of three 
hidden layers with 128 neurons each, using the tanh activation function and the stochastic gradient 
descent (SGD) optimiser. These refinements ensured a stable and generalised model capable of 
delivering consistent performance on unseen data. 

Feature importance analysis further validated the impact of attitudinal, behavioural and de-
mographic factors, aligning with prior research. The study has significant academic and managerial 
implications. From an academic perspective, it advocates for the adoption of machine learning 
models – particularly ANNs – over traditional regression-based methods, which are often con-
strained by assumptions of linearity and normal distribution. For managers, the predictive insights 
generated by ANNs can enhance green marketing strategies, improve customer segmentation and 
optimise CRM systems. Businesses can also tailor marketing efforts to high-intent consumers 
through targeted promotions while increasing awareness among lower-intent buyers. Additionally, 
ANN-based predictions can improve demand forecasting, optimise inventory and supply-chain 
management, and assess marketing campaign effectiveness by tracking changes in purchase intent. 
In summary, by leveraging ANNs, businesses can better identify key purchase drivers and forecast 
demand across various personal-care product categories.

Despite its contributions, the study acknowledges limitations, including potential sample 
and respondent biases due to its focus on Tāmaki Makaurau Auckland and the use of purposive 
sampling via online questionnaires. Responses collected from 110 participants may constrain 
the generalisability of the findings. Small datasets also increase the risk of overfitting, where the 
model captures patterns specific to the sample rather than generalisable trends. Therefore, future 
research should consider validating the model on larger and more diverse datasets to enhance the 
robustness and predictive reliability of the results. Expanding the sample across different demo-
graphic groups, industries or geographic regions would strengthen the model’s external validity 
and practical applicability. 

Future research could explore more diverse data-collection methods, such as face-to-face 
interviews or social media surveys, to enhance representativeness. Further refinement of model 
hyperparameters, including learning rates and loss functions, could also be explored to enhance 
predictive accuracy and adaptability. In addition, future research may re-examine the issue using 
larger or more diverse samples from various regions and segments to provide additional evidence 
regarding purchase intentions for green personal-care products. 
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